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Landscape regions may be defined using terrain roughness, precipitation, and geologic structure. 

Knowledge of landscape type can inform cartographic generalization of hydrographic features, 

because landscape characteristics provide an important geographic context within which to understand 

variations in channel geometry, flow pattern and network configuration. The U.S. Geological Survey 

is exploring methods to automate generalization of features in the National Hydrography Dataset 

(NHD), which represents surface water in the coterminous USA and spans multiple landscape regions. 

The goal is to associate specific sequences of processing operations and specific ranges for processing 

parameters, obviating manual selection of a processing strategy for every NHD watershed unit. 

Several methods have been applied to delineate physiographic regions, beginning with Fenneman and 

Johnson (1945) and moving to an existing landscape classification by maximum likelihood methods 

based on seven input variables including average elevation, elevation standard deviation, bedrock 

density, drainage density, area of inland surface water, runoff, and average slope. The existing solution 

shows problems in areas of high aridity and areas of high landscape diversity. There is some indication 

that additional input variables and more sophisticated classification methods can refine the existing 

classification, improving methods for generalizing hydrography. 

 

This research compares unsupervised and supervised learning algorithms to establish an optimal 

number of classes and to refine the existing classification. Seven grids with 5 km spatial resolution 

were classified using unsupervised methods (Hierarchical Clustering, k-Means, Self-Organizing 

Maps) and supervised methods (k-Nearest Neighbor [k-NN], Random Forest, Support Vector 

Machines), and repeated for 7-12 classes. Evaluation metrics for unsupervised methods included the 

Davies-Bouldin index, the Silhouette index, and the Dunn index; and cross-validation evaluated 

supervised classification methods. Multiple evaluation criteria were compared progressively across the 

range of number of classes. The paper will report on the comparative analysis and its impact on the 

selection of landscape regions. 
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